Physics Letters B 720 (2013) 336-343

Contents lists available at SciVerse ScienceDirect

PHYSICS LETTERS B

Physics Letters B

www.elsevier.com/locate/physletb

Precision measurement of o (ete™ — wtm~y)/o(ete” — utu=y)
and determination of the 7w *7 ~ contribution to the muon anomaly
with the KLOE detector

KLOE and KLOE-2 Collaborations

D. Babusci®, D. Badoni"*, I. Balwierz-Pytko, G. Bencivenni®, C Bini P9, C. Bloise", F. Bossi",

P. Branch1r11u A. Budanotu L. Caldelra Balkestahl"" G Capon F. Ceradlnl“‘ P. Clambroneh

F. Curc1arelloJf E. Czerwinski®, E. Dané", V. De Leo’, E. De Luc1a G. De Robertlsb A. De Santis P9,
P. De Simone", A. Di Domemco P-4 C, Di Donato1 ‘M D. Domenici ", O. Errlquez , G. Fanizzi P,

G. Felici®, S. FioreP-9, P, FranziniP9, P. Gauzzi P9, G. Giardina’f, S. Giovannella™, E. Gonnella™ 5,

E. Graziani ", F. Happacher ™, L. Heijkenskjold ¥, B. Hoistad %, L. lafolla™, E. larocci™?, M. Jacewicz %Y
T. Johansson Y, W. Kluge', A. Kupsc¥, J. Lee-Franzini h.v ' LoddoP®, P. Lukin ™4, G. Mandaglioj’f’e,

M. Martemianov X, M. Martini "-°, M. Mascolo™$, R. Messi™$, S. Miscetti", G. Morello", D. Moricciani$,
P. Moskal 8, S. Miiller -2, F. Nguyen ”***3, A. Passeri, V. Patera™P, I. Prado Longhi®Y, A. Ranieri®,

C.F. Redmer"v, P. Santangelo I. Sarrah, M Schioppa , B. Sciascial, M. Silarski®, C. Taccini®{,

L. Tortora", G. Venanzoni * R Versac1 , W. Wislicki*, M. Wolke ", J. Zdebik

a Dipartimento di Fisica dell’'Universita di Bari, Bari, Italy

b INFN Sezione Bari, Bari, Italy

¢ Dipartimento di Fisica dell'Universita della Calabria, Cosenza, Italy

4 INFN Gruppo collegato di Cosenza, Cosenza, Italy

€ Centro Siciliano di Fisica Nucleare e Struttura della Materia, Catania, Italy

 INFN Sezione Catania, Catania, Italy

& Institute of Physics, Jagiellonian University, Cracow, Poland

b Laboratori Nazionali di Frascati del’'INFN, Frascati, Italy

UInstitut fiir Experimentelle Kernphysik, Universitdt Karlsruhe, Germany

I Dipartimento di Fisica e Scienze della Terra dell’Universita di Messina, Messina, Italy
k mnstitute for Theoretical and Experimental Physics (ITEP), Moscow, Russia

! Dipartimento di Fisica dell’'Universita “Federico II", Napoli, Italy

™ INEN Sezione Napoli, Napoli, Italy

" Dipartimento di Scienze di Base ed Applicate per I'Ingegneria dell'Universita “Sapienza”, Roma, Italy
° Dipartimento di Scienze e Tecnologie applicate, Universita “Guglielmo Marconi”, Roma, Italy
P Dipartimento di Fisica dell'Universita “Sapienza”, Roma, Italy

9 INFN Sezione Roma, Roma, Italy

' Dipartimento di Fisica dell'Universita “Tor Vergata”, Roma, Italy

S INFN Sezione Roma Tor Vergata, Roma, Italy

t Dipartimento di Fisica dell’Universita “Roma Tre”, Roma, Italy

Y INFN Sezione Roma Tre, Roma, Italy

V Physics Department, State University of New York at Stony Brook, USA

W Department of Physics and Astronomy, Uppsala University, Uppsala, Sweden

X National Centre for Nuclear Research, Warsaw, Poland

Corresponding authors.

E-mail addresses: federico.nguyen@cern.ch (F. Nguyen), graziano.venanzoni@Inf.infn.it (G. Venanzoni).
Present address: CERN, CH-1211 Geneva 23, Switzerland.

Present address: KVI, 9747 AA Groningen, The Netherlands.

Present address: Laboratério de Instrumentacdo e Fisica Experimental de Particulas, Lisbon, Portugal.
Present address: Budker Institute of Nuclear Physics, 630090 Novosibirsk, Russia.

BW N =

0370-2693/$ - see front matter © 2013 Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.physletb.2013.02.029


http://dx.doi.org/10.1016/j.physletb.2013.02.029
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/physletb
mailto:federico.nguyen@cern.ch
mailto:graziano.venanzoni@lnf.infn.it
http://dx.doi.org/10.1016/j.physletb.2013.02.029

KLOE and KLOE-2 Collaborations / Physics Letters B 720 (2013) 336-343 337

ARTICLE INFO ABSTRACT

Article history:

Received 18 December 2012

Received in revised form 14 February 2013
Accepted 16 February 2013

Available online 19 February 2013

Editor: M. Doser

We have measured the ratio o(ete™ — wtmw~y)/o(ete” — utu~y), with the KLOE detector at
DA®NE for a total integrated luminosity of ~240 pb_l. From this ratio we obtain the cross section
o(ete — mTm~). From the cross section we determine the pion form factor |F,|*> and the two-
pion contribution to the muon anomaly a,, for 0.592 < Mz < 0.975 GeV, A™"a, = (385.1 & 1. 155 &
2.7sys+theo) X 10~10, This result confirms the current discrepancy between the Standard Model calculation

and the experimental measurement of the muon anomaly.
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1. Introduction

Measurements of the muon magnetic anomaly a, = (g, —2)/2
performed at the Brookhaven Laboratory have reached an accuracy
of 0.54 ppm: a, = (11659208.9 £ 6.3) x 10719 [1,2]. The quoted
value differs from Standard Model estimates by 3.2-3.6 standard
deviations [3-6].> The difference between measurement and calcu-
lations is of great interest since it could be a signal of New Physics.
The authors of Ref. [8] have proposed an interpretation in terms of
Supersymmetry, which can be probed at the Large Hadron Collider.
Another proposal suggests the existence of a light vector boson in
the Dark Matter sector, coupled with ordinary fermions through
photon exchange, which is not excluded by present low energy
tests of the Standard Model [9,10]. A new round of measurements
of a, is expected at Fermilab [11] and J-PARC [12], with the aim
of considerably reducing the experimental error. To fully exploit
the significance of improved measurements of a, it is important
to confirm the present estimate of the hadronic corrections (see
below) and possibly to decrease the corresponding error.

The main source of uncertainty in the Standard Model estimates
of ay, [3,4] is due to hadronic loop contributions which are not
calculable in perturbative QCD. To lowest order, the hadronic con-
tribution, Ah’loaﬂ, can be obtained from a dispersion integral [13,
14] over the “bare” cross section o%(ete™ — hadrons(y)). 0¥ is
obtained from the physical cross section, inclusive of final state
radiation, removing vacuum polarization, VP, effects and contribu-
tions due to additional photon emission in the initial state. The
leading-order hadronic contribution is ~690 x 10710, the precise
value depending on the authors’ different averaging procedures,
as discussed in Refs. [3-6]. The eTe™ — w7~ (y) process con-
tributes approximately 75% of the Ah*loau value and accounts for
about 40% of its uncertainty.

In the following, we discuss the measurement of the cross sec-
tions as a function of the u* ™~ and ¥~ invariant masses M,
and My :
do(eTe™ — utu~y) d do(eTe” > mtm™y)
dsy an dsy

with s, = M2, sz = M2, to be used for the determination of
o0%ete™ — ™). From the latter we obtain the two-pion con-
tribution to the anomaly, A™!°a,, and the pion form factor |Fy|?

for comparison to other results.

5 A recent evaluation [7] finds a difference between 4.7 and 4.9 standard devia-
tions.
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Fig. 1. Simplified amplitudes for y* — 7 +t7~, eTe™ — 7 t7x~y (ISR) and ete™ —
atm~y (FSR).
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2. Measurement of o (r 7 ~) at DA®NE

The KLOE detector operates at DA®NE, the Frascati ¢-factory,
an ete~ collider running at fixed energy, W = /s ~ 1020 MeV,
the ¢ meson mass. Initial state radiation (ISR) provides a means
to produce w7~ pairs of variable s;. Counting w7~y events
leads to a measurement of do(eTe™ — w7 ~y)/ds, if the in-
tegrated luminosity is known, from which o (ete™ — w7 ™) can
be extracted. We have published three measurements [15-17] of
o(ete” — mwm™) for 0.1 < M2, <0.95 GeV2, with results con-
sistent within errors and a combined fractional uncertainty of
about 1%. The luminosity was obtained by counting Bhabha scat-
tering events and using the QED value of the corresponding cross
section. To lowest order, the pion form factor is defined by:

(¥~ | J5" ()10)

=Pr+ —Pr-)u X Fr (571 =(Pr++ Pn*)z)a (1)

where p,+, pr- are the momenta of 7+ and 7 ~. The differen-
tial cross section for eTe~™ — 7T~y due to the ISR amplitude
of Fig. 1 is related to the dipion cross section o;; =o(ete™ —
ata~y) [18]:

-
20Ty =0xz(Sx)H(sx,$), (2)
dsx ISR

where the radiator function H is computed from QED with com-
plete NLO corrections [19-23] and depends on the ete~ center-
of-mass energy squared s. o, obtained from Eq. (2) requires ac-
counting for final state radiation (FSR in Fig. 1). In the following
we only use events where the photon is emitted at small an-
gles, as discussed in detail in Refs. [16,17]. The cross section for
ete”™ — wTw~y is proportional to the two-photon e*e~ annihi-
lation cross section, which diverges, at lowest order, for the photon
angle going to zero. This is not the case for the FSR contribution.
Our choice results in a large enhancement of the ISR with respect
to the FSR contribution.

Eq. (2) is also valid for ete™ — utu~y and ete™ — utu~
with the same radiator function H. We can therefore determine
oxx from the ratio of the 77~y and utu~y differential cross
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sections for the same value of the dipion and dimuon invariant
mass (see also Refs. [24,25]). For ISR events we have:

oO(ntr,s)
_do(wrtmy,ISR)/ds'
~ do(utuy,ISR)/ds'

where s’ =s; =s,.

Final state photon emission for both the 77~y and ™~y
channels slightly modifies Eq. (3). These corrections are included
in our analysis [26].

From the bare cross section 00, we obtain the pion form fac-
tor:

xo%(ete” — utu,s), (3)

3 /
[Fa ()" = = af?o,?w)(s’)a +8ve)(1 =z (s))) (4)

where Syp is the VP correction [27] and 1, accounts for FSR radi-
ation assuming point-like pions [28].
The advantages of the ratio method are:

(1) the H function does not appear in Eq. (3). Therefore the mea-
surement of oz, is not affected by the related systematic
uncertainty of 0.5% [19];

(2) using the same data sample for the 7T~y and pu*u-y
events, there is no need for luminosity measurements;

(3) vacuum polarization corrections and most other radiative cor-
rections cancel in the ratio;

(4) using the same fiducial volume, acceptance corrections to the
atm~y and uTp~y spectra almost cancel resulting in a
small systematic uncertainty.

In the following we describe the measurement of do,; /ds;, us-
ing the same data as those to measure doyy /dsy [16].

3. Measurement of the ete~ — p* =y cross section

The data sample corresponds to an integrated luminosity of
239.2 pb~! collected in 2002, with low machine background and
stable DA®NE conditions. We also recorded events without of-
fline filters with a downscaled trigger, providing control samples
for evaluating efficiencies.

3.1. The KLOE detector

The KLOE detector consists of a cylindrical drift chamber
(DC) [29] and a lead-scintillating fibers electromagnetic calorime-
ter (EMC) [30]. The DC has a momentum resolution of o}, /p1 ~
0.4% for tracks with polar angle 6 > 45°. Track points are mea-
sured in the DC with a resolution in r-¢ of about 0.15 mm
and about 2 mm in z. The EMC has an energy resolution of
og/E ~5.7%/+E (GeV) and an excellent time resolution of o; ~
57 ps/«/E (GeV) & 100 ps. A cross section of the detector in the
¥,z plane is shown in Fig. 2. A superconducting coil provides an
axial magnetic field of 0.52 T along the bisector of the colliding
beam directions. The bisector is taken as the z axis of our coordi-
nate system. The x axis is horizontal, pointing to the center of the
collider rings and the y axis is vertical, directed upwards. The trig-
ger [31] uses both EMC and DC information. Events used in this
analysis are triggered by two energy deposits larger than 50 MeV
in two sectors of the barrel calorimeter.

3.2. Identification ofeTe™ — uT "y events

The signature for ete™ — u*tu~y events with the photon
emitted at small angle is just two tracks of opposite curvature, the
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Fig. 2. Vertical cross section of the KLOE detector, showing the small and large angle
regions where respectively photons and muons are accepted.

photon being lost in the beam pipe. Four types of events contribute
to the above signature: 1: eTe™ — utu~y, 2: ete™ - nta~y,
3: efe” — ete "y, and 4: ete” — w70, The four reactions
can be distinguished kinematically. From the overdetermined sys-
tem of kinematical constraints of the reaction eTe™ — xTx~y, we
can compute the common mass (imny) of particles x* and x~. The
four processes give my =m,, my;, me and > my. Additional sep-
aration between electrons and pions or muons is obtained from
a particle identification (PID) estimator for each track, Ly, which
uses time-of-flight information and the value and shape of the
energy deposit of each charged particle in the calorimeter [16].
Fig. 2 shows the fiducial volume we use for muons and unob-
served photons which is identical to that used in Ref. [16] for
ete” > mtm—y.
We list below the requirements for @ty event acceptance.

(1) Events must have at least two tracks of opposite sign, with
origin at the interaction point and polar angle satisfying 50° <
6 < 130°. The reconstructed momenta must satisfy p; >
160 MeV or |p;| > 90 MeV, to ensure good reconstruction and
efficiency.

(2) The polar angle 6,,, of the dimuon system obtained from the
momentum of the two tracks (py, = p+ + P—) must satisfy
| cos 6| > cos(15°).

(3) Events with both tracks having L+ < O are identified as eey
events and rejected. The loss due to this cut is less than 0.05%,
as evaluated with pp samples, obtained from both data and
Monte Carlo.

(4) The computed mass for the two observed particles must sat-
isfy 80 <my < 115 MeV.

About 8.9 x 10° uuy events pass these criteria, while 34.9 x
10° events are selected as wmwy [16]. Fig. 3 shows the my
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Fig. 3. Data pupy and mmy regions in the my spectrum. The upuy and wmwy ac-
cepted regions are shown in blue and green. A residual contamination of 7+t~ 70
events is visible at high my values. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this Letter.)

distribution together with the accepted regions for upy and rmwy
events.

3.3. Background estimates

Residual 7+t~ y, w7 ~7® and ete~y backgrounds are eval-
uated by fitting the observed my spectrum with a superposition
of Monte Carlo simulation (MC) distributions describing signal
and 77"y, m w70 backgrounds, and a distribution obtained
from data for the eTe™y background. The normalized contribu-
tions from signal and backgrounds are free parameters of the
fit, performed for 30 intervals in Mfm of 0.02 GeV? width for

2 2
035 < Mltlt < 0.95 GeV~.

In the p mass region, the fractional 77~y yield in the uuy
acceptance region is about 15% of the sample. To improve the MC
description of the low energy my tail of 7T~y events in the
muon peak, Fig. 3, we apply a data/MC resolution correction, func-
tion of s;,. This correction is evaluated from a high purity sample
of ¢ - mtm~70 events, with the same track requirements used
for puy events, requiring in addition two photons with an invari-
ant mass compatible with the 70 mass, both for data and MC [26].
Fig. 4 shows the comparison between data and MC before and af-
ter the resolution correction.

The 7t ~y, 77~ 7% and ete~y background fractions as ob-
tained by the fitting procedure are given in Table 1 at three s, val-
ues. The estimated w7~ 70 fraction obtained from the fit proce-
dure is consistent with the one expected from the theoretical cross
section. Contributions from ete™ — eTe utu~ and ete” —
ete~m T~ processes are evaluated using the Nextcalibur [32]
and Ekhara [33] MC generators. After analysis cuts, the ete™ —
ete~m T~ process is found to be negligible, while the ete™ —
ete~ut ™ background contribution is between 0.6% and 0.1%,
in the low Mlzm region and is subtracted from the data spec-
trum [26].

Systematic errors in the background subtraction include: (i) Er-
rors on the parameters from the fit procedure: these decrease
monotonically from 0.7% to 0.1% with respect to s,; (i) The un-
certainty on the data/MC resolution corrections: about 1% in the
o mass region, smaller at higher s;,, negligible at lower s, values;
(iii) The uncertainty on the ete™ — ete~u™ ™ process: about

108
10°

10°%0 — 3z Data
o104 —3TMC

80 100 120 140 160 180 200
m,, (MeV)

Fig. 4. Data and MC my distributions for the 7+ ~7° control sample, before (up-
per) and after (lower) the resolution correction.

Table 1

List of main background fractions (in %) for three different s, values (in GeV?2).
Background process 0.405 0.605 0.905
n*n_y 3.44+£0.11 11.61+0.14 1.60 £0.03
atr 0 1.28 £0.16 0.19 +0.05 <0.01
ete"y 1.52 £0.04 2.05+0.04 1.73£0.02

0.4% at low s,, values, rapidly falling to 0.1% for s, > 0.5 GeVZ,
The correctness of the background estimate has been checked by
two independent methods.

(1) We perform a kinematic fit of the two-track events assuming
it is a iy state. The x 2 value obtained is used as a discrimi-
nant variable, instead of my, in the fitting procedure described
above.

(2) We improve the m-pu separation by use of my, applying a
quality cut on the helix fit for both tracks. This cut reduces
the dipion background in the dimuon signal region by more
than a factor of two.

The background fractions obtained for both cases are in good
agreement with the standard procedure [26].

3.4. Efficiencies, acceptance and systematic errors

The MC generator Phokhara, including next-to-leading-order
ISR as well as FSR corrections [22] has been inserted in the stan-
dard KLOE MC Geanfi [34]. We compared MC efficiencies with
efficiencies obtained from data control samples, and studied two
major effects: the EMC response to muons clusters and the muon
DC tracking efficiency.

EMC response. From a subsample of puuy events with both
tracks fitted, the efficiency to find at least a cluster with L >0 is
found to be equal to one within 10~4. The trigger efficiency is ob-
tained from a sample of ;i y events where a single muon satisfies
the trigger requirements. Then, the trigger response for the other
muon is parametrized as a function of its momentum and direc-
tion. The efficiency as a function of s, is obtained using the MC
event distribution and is equal to one within 5 x 1074,

Tracking. Using one muon to tag the presence of the other we
find that the efficiency for a single muon track is about 99.6%,
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Fig. 5. Top. Comparison of data and MC results for do,; /ds;,. Bottom. Ratio of the
two spectra. The green band shows the systematic error. (For interpretation of the
references to color in this figure, the reader is referred to the web version of this
Letter.)

resulting in a combined efficiency of about 99%, almost constant
in s;,. The systematic error is evaluated varying the purity of the
control sample and ranges from 0.3 to 0.6% as function of s,.

Acceptance and my. Efficiencies for m, cuts and acceptance are
evaluated from MC, corrected to reproduce data distributions. The
systematic uncertainty due to the my cut is obtained by moving
the cut by about one sigma of the mass resolution and evalu-
ating the difference in the ppuy spectrum. We find a fractional
difference of 0.4% (constant in s, ) which we take as systematic
error. Systematic effects due to polar angle requirements for the
muons, 50° < 6 < 130°, and of dimuon, |cosé,,| > cos(15°), are
estimated by varying the angular acceptance by 1° (more than two
times the resolution on the polar angle of the muon tracks) around
the nominal value. The systematic error ranges from 0.1 to 0.6%.

Unfolding. Due to the smoothness of the puy spectrum and
to the choice of bin width much larger than the mass resolution,
resolution effects are corrected by Monte Carlo with negligible sys-
tematic error.

Software trigger. A third level trigger is implemented to reduce
the loss of events rejected as cosmic rays. Its efficiency for puy
events, evaluated from an unbiased downscaled sample, is consis-
tent with one within 103 which is taken as systematic error.

4. Results

4.1. Evaluation of o (e*e™ — u™u~y) and comparison with QED
at NLO

The differential u* ™y cross section is obtained from the ob-
served event count Nops and background estimate Npyg, as

do'uuy _ Nobs — Npkg 1
ds, Asy  €(sp)L’

(5)

where £ is the integrated luminosity from Ref. [35] and €(s,) the
selection efficiency. Fig. 5, top, shows the measured utu~y cross
section compared with the QED calculations to NLO, using the MC
code Phokhara [22]. Fig. 5, bottom, shows the ratio between
the two differential cross sections. The green band indicates the
systematic uncertainty, experimental and theoretical, of the mea-
sured cross section. The average ratio, using only statistical errors,
is 0.9981 £ 0.0015, showing good agreement within the quoted
systematic uncertainties.

N
a
o
=

200k
150k

100k f

counts/0.01 GeV?2

50k

Fig. 6. Square invariant mass distributions of 7+m7~y (blue) and u*u~y (red)
events after background subtraction and data/MC corrections. (For interpretation of
the references to color in this figure legend, the reader is referred to the web ver-
sion of this Letter.)
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Fig. 7. The bare cross section from the 7+7 ~y/uu~y ratio.

4.2. Determination of o (ete™ — w7~ (y)) from the
gt~y /utu~y ratio

From the bin-by-bin ratio of our published [16] 7 +*7~y and
the w* ™y differential cross sections described above, we obtain
the bare cross section 07?”()/) (inclusive of FSR, with VP effects
removed) which is used in the dispersion integral for computing
A"Tq,. Fig. 6 shows the 777~y and u*u~y event spectra af-
ter background subtraction and data/MC corrections. Fig. 7 shows
the bare cross section ngn(y)' The pion form factor |F;|? is then
obtained using Eq. (4).

Table 4 gives our results for the bare cross section and the pion
form factor. Only statistical errors are shown. Systematic uncertain-
ties on 0 ) and |F|* are given in Ref. [26]. Most of them are
smaller than the individual uncertainties on 7wy and puuy due
to correlation between the two measurements [26].

5. Evaluation of A" a, and comparisons with other KLOE
results

The dispersion integral for A™"a, is computed as the sum of

the values for agn » listed in Table 4 times the kernel K(s), times
As =0.01 GeV?:
Smax
ATTay = o / 5o ) (K (S), (6)
Smin

where the kernel is given in Ref. [14]. Eq. (6) gives A™"a, =
(385.1 & 1.15par & 2.6exp + 0.841) x 10710 in the interval 0.35 <
M2 < 0.95 GeV2. For each bin contributing to the integral, sta-
tistical errors are combined in quadrature and systematic errors
are added linearly. Contributions to the A™"a, systematic uncer-
tainty are shown in Table 2. It is worth emphasizing that the use
of the wwy to ppy ratio results in a reduction of the total sys-
tematic error compared to the one published in Ref. [16] due to
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Table 2

List of systematic errors on the A"7a, measurement. Many
systematic effects on the individual w7y and ppy analyses
cancel in the ratio.

Systematic sources A"Tay,
Background subtraction 0.6%
Geometrical acceptance Negligible
my acceptance 0.2%

PID Negligible
Tracking 0.1%
Trigger 0.1%
Unfolding Negligible
Software trigger 0.1%
Experimental systematics 0.7%
Vacuum polarization Negligible
FSR correction 0.2%
Theory systematics 0.2%
Total systematic error 0.7%

almost negligible theoretical uncertainty and correlations between
the 7wy and pupuy measurements [26]:

Background subtraction. The systematic uncertainty is domi-
nated by the data/MC resolution correction in the puy analysis
(see Section 3.3). Other contributions from fitting function and
residual background are correlated for pupuy and mwmy bringing
the total systematic error to 0.6% on A™"q,,.

Geometrical and m, acceptance. The use of the same angular
cuts for the 7ry and ppy analyses yields a negligible acceptance
correction in the ratio. The systematic uncertainty on my scale cal-
ibration is 0.2% due to cancellations in the ratio.

Tracking. The tracking-efficiency corrections are very similar
for pions and muons, leading to an overall correction in the ratio
which ranges between 0.2% for M7, above 0.5 GeV? to 0.5% below
it. The corresponding systematic uncertainty is conservatively esti-
mated as 50% of the correction value, fully bin-to-bin correlated,
and translates to a 0.1% systematic uncertainty on A™%a.

The entry “FSR correction” in Table 2 takes into account the
uncertainty on possible additional photons in the unshifting pro-
cedure for pions [16] and on missing diagrams in Phokhara for

KLy -

Table 3
Comparison of A™7"a, between our most recent measure-
ments and the present work.

A™q,,[0.35-0.85 GeV?] x 101

377.4 4 115t & 2. Tsystatheo
376.6 % 0.9tar & 3-3sysatheo

Measurement

This work
Large y angle [15]
A™7q,[0.35-0.95 GeV?] x 1010

385.1 £ 1. 1gtat & 2.7sysatheo
387.2 £ 0.5stat % 3.3sysatheo

This work
Small y angle [16]

Fig. 8 (left) shows the comparison between the present |Fy |
measurement and the previous KLOE [15] measurement, requir-
ing the ISR photon to be reconstructed at large angle, inside the
EMC barrel. Fig. 8 (right) shows the fractional difference between
the two measurements. They are done on independent data sets,
with different running conditions (W = M, here, W =1 GeV in
Ref. [15]), and also with a different selection, that in turn imply
independent systematic uncertainties. The two measurements are
in very good agreement.

Table 3 summarizes the comparison between the two most
recent KLOE published measurements and the present work on
A™7qy: the three results are in very good agreement.

6. Conclusions

We have measured the differential cross section do(ete™ —
,uﬂfy)/dem using events with initial state radiation pho-
tons emitted at small angle and inclusive of final state radia-
tion. The measurement is in good agreement with QED to NLO
prediction. We determined the pion form factor from the ra-
tio between the do(ete™ — w+n~y)/dM2, and do(ete™ —
,uﬂry)/dMlzm cross sections, measured with the same data set.
In this way, the radiator H function is not used, the luminosity of
the sample cancels out and the acceptance corrections compensate,
resulting in an almost negligible systematic error.

This pion form factor determination is in very good agreement
with previous KLOE results. We compute the 7w+ 7~ contribution
to the muon anomaly in the interval 0.592 < M, < 0.975 GeV to
be:

A™a, = (385.1 £ 1.1t = 2.6sysexp & 0.8systh) x 10719,
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Table 4
Bare cross section and the pion form factor, in 0.01 GeV? intervals. The value given in the M2 column indicates the bin center.

M2, (GeV?) a,fgm) (nb) |Fx|? M2, (GeV?) a,fg,r(y) (nb) |Fx|?

0355 301.7+£7.7 7.16%0.18 0.655 698.8 +10.8 26.62 4 0.41
0.365 3186+7.7 7.68+0.19 0.665 621.2+9.4 23.96 £0.36
0375 345.0+8.4 8.45+0.21 0.675 589.7 £8.9 23.01+£0.35
0.385 373.4£9.1 9.28+0.23 0.685 521.7+£7.7 20.5940.31
0.395 410.8+9.4 10.38 £0.24 0.695 466.1+6.8 18.60 +0.27
0.405 423.1+8.9 10.85+0.23 0.705 435.8+6.2 17.58 £0.25
0.415 462.8+9.9 12.05+0.26 0.715 380.7+5.3 15.53 +£0.22
0.425 504.9+10.3 13.354+0.28 0.725 355.1+5.0 14.64+0.21
0.435 558.7+11.6 14.99 +0.31 0.735 3292445 13.72+£0.19
0.445 591.4+£12.2 16.11+0.33 0.745 304.9+4.2 12.84+0.18
0.455 647.0£13.2 17.89+£0.37 0.755 279.4+3.7 11.89+0.16
0.465 667.6 +£12.9 18.73 £ 0.36 0.765 246.0£3.2 10.58 +0.14
0.475 740.7 £ 14.1 21.09£0.40 0.775 2237429 9.724+0.13
0.485 808.9+15.6 23.37+£0.45 0.785 211.9+2.7 9.30+0.12
0.495 873.1+£16.6 25.60 £0.49 0.795 200.1£2.5 8.87+£0.11
0.505 931.5+£17.3 27.72+0.51 0.805 184.7+2.2 8.26+0.10
0.515 1019.94+18.3 30.82+£0.55 0.815 172.6 £2.0 7.8040.09
0.525 1071.4+19.1 32.87+0.59 0.825 160.9+1.8 7.3440.08
0.535 1164.7 +20.2 36.28 +£0.63 0.835 149.3+1.6 6.87 +0.08
0.545 1196.6 +21.3 37.86+0.68 0.845 137.6+1.5 6.40 4+ 0.07
0.555 1242.8 £22.1 39.94+0.71 0.855 126.5+1.3 5.9440.06
0.565 1296.8 +22.8 42.334+0.75 0.865 1205+1.2 5.71+£0.06
0.575 1299.8 +£22.9 43.08£0.76 0.875 1126 +1.1 5.38+0.05
0.585 1285.44+22.3 43.194+0.75 0.885 107.5+1.0 5.18+0.05
0.595 1259.64+22.3 42.834+0.76 0.895 98.6+0.9 4.80+0.04
0.605 1254.3+21.4 43.15+0.74 0.905 93.7+0.8 4.60+0.04
0.615 916.3+14.9 33.68£0.55 0915 88.6+0.7 4.38+£0.04
0.625 824.1+134 30.68 +0.50 0.925 82.7+0.7 4.13+0.03
0.635 7943 +12.1 29.68 +0.45 0.935 79.6+0.6 4.00+0.03
0.645 749.0£11.7 28.23+0.44 0.945 740+0.5 3.754+0.03

with an experimental accuracy of 0.7% and a theoretical uncer-
tainty at the 0.2% level.

This result, with comparable total experimental uncertainty and
a theoretical error reduced by about 70% with respect to our
previous results, confirms the current discrepancy between the
standard model prediction (as obtained when ete~ data [36-39,
24,25] are used) and the experimental value of a,.
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